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Abstract:  Due to advancement in web people are leads to instinctively sharing their opinion and sentiments online, which 

provides opportunities to companies as well as to organizations for understanding opinions of people regarding their products or 

services and can serve to improve their products or market strategy more efficiently. So in this paper we proposed a novel 

semantic-based structure for fine-grained sentiment analysis. So to analyze the result, more focus on a practical implementation of 

the framework for expressing sentiments within customer reviews that aims to provide accuracy of sentiment classification. This 

structure deals with mixed-opinion reviews and then handles contextual information via a sentiment lexicon by containing multi-

word expressions. The semantic-based proposed system checks the reliability and correctness of the system depending on 

different domains using mobiles, car and hotel services as a dataset to be used. A sizeable performance improvement is noted by 

comparing the proposed methodology results. 
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I. INTRODUCTION 

A. INTRODUCTION  

 

The distinct and numerous documents expressing opinions as opinions have played an essential role is tremendously increasing 

on the WWW (World Wide Web) i.e people express their views for the mobile products, movies, cars and for various different 

products; depending on these various proposed approaches try to find positive or negative opinion features for building of training 

sets by which using classification algorithms automatically classify new documents extracted from the Web. This source 

information helps to customers for purchasing decision with essential valuable insights for manufacturers with improvement in 

marketing approaches and also in products. Among different classification algorithms, sentiment classification is one of the recent 

and sub discipline of text classification that is not concerned with the topic a document is about, but with what type of opinion it 

expresses. The significance of sentiment analysis has grown drastically due to the speedy growth of user generated content. So 

sentiment analysis considered as a classification process, as main purpose of sentiment analysis is sentiment classification by which 

automatically positive, negative and neutral sentiments in a given document determined [3] [4]. Sentiment analysis performs 

distinct subtasks like, i) to determine subjectivity; ii) to determine polarity of the text; and 3) to determine the strength of that 

orientation [1]. 

Now a days the majority of current approaches focus on determining the overall polarity of a given document irrespective of the 

target entities and their aspects ([3]; [10]). However, it is not enough to perform sentiment analysis at document or sentence level. 

Also it is most useful to know what features or entities of the object the opinions are on, than that of identifying the polarities, 

which is called as feature-based or aspect-level sentiment analysis [5]. This aspect level sentiment analysis festering into two 

subtasks, aspect extraction- to detect the aspects that need to be evaluated and aspect sentiment classification- determine whether 

the sentiments on those aspects are positive, negative or neutral [6]. This paper proposed a sentiment analysis structure that aims to 

checks the reliability and correctness of the system depending on different domains using mobiles, car and hotel services as a 

dataset to be used. A sizeable performance improvement is noted by comparing the proposed methodology results.  

 

B. MOTIVATION 

Opinion mining also referred for sentiment analysis, also called, subjectivity analysis or appraisal extraction, consists of 

computational treatment of opinions and emotions freely expressed in texts. It represents a really active NLP field that includes as 

specific research challenges the Sentiment and Subjectivity Classification, the Feature-based Sentiment Analysis, Sentiment 

analysis of comparative sentences, the Opinion search and retrieval, or the Opinion spam detecting and, in the end, the Opinion 

Holder and Target extraction. This research fields have a large impact on many commercial, government and Business Intelligence 

application. The most used approaches in the Sentiment Analysis include among others is the lexicon-based methods,  that always 

start from the following assumption: the text sentiment orientation comes from the semantic orientations of words and phrases 

contained in it.  
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C. OBJECTIVES OF SYSTEM 

a) To conduct sentiment analysis at a variety of levels. 

b) To deal with mixed-opinion text, but also with multi-word expressions. 

c) To deal with mixed-opinion reviews and handle contextual information via a sentiment lexicon containing multi-word 

expressions. 

 

D. ORGANIZATION OF PAPER 

The rest of the paper is organized in the following different sections. In section I the introduction of the system with motivation 

and objective to be given.  In section II detail overview of related work is given. The proposed sentiment analysis framework is 

presented in Section III. In Section IV discussed about results of  proposed system is evaluated for accuracy and reliability with 

regards to the performances of sentiment classification and lastly conclusion and future scope for a proposed system is given.  

II. LITERATURE REVIEW 

In this section details research of different researches is given with description of system proposed by them as below, 

 

Sr. 

No. 
Title of Paper 

Year of 

Publication 
Description 

1 Determining the Semantic 

Orientation of Terms 

through 

Gloss Classification 

2005 Sentiment classification is a recent sub discipline of 

text classification that is concerned not with the topic a 

document is about, but with what type of opinion it 

expresses. It constitutes a rich set of applications, 

ranging from tracking user’s opinions about as 

expressed in online forums, to customer relationship 

management. In this paper [1] author discussed about 

method of determining the orientation of subjective 

terms based on the quantitative analysis of the glosses 

of such terms, that is in on line dictionaries the 

definitions of these terms are given and from resulting 

term it represented for semi-supervised term 

classification. 

2 NILC USP: A Hybrid 

System for Sentiment 

Analysis in Twitter 

Messages 

 

2013 In this paper [2] author explain the NILC USP system 

that participated in SemEval-2013 Task 2: Sentiment 

Analysis in Twitter. This system accepts a hybrid 

classification process which uses three classification 

approaches like i) rule based, ii) lexicon-based and iii) 

machine learning approaches. For this purpose author 

suggest a pipeline architecture that extracts the best 

characteristics from each classifier. Through this author 

showed how a hybrid classifier take advantage of 

multiple sentiment analysis approaches and how these 

approaches perform in a Twitter dataset. 

3 Survey of Techniques for 

Opinion Mining 

2012 As we know that opinion mining is computational 

technique for analyzing the opinions which extracted 

from different sources. Presented research work on 

Opinion is based upon business and e-commerce like 

as product reviews and movie ratings. Hence this 

opinion mining involves computational treatment of 

opinion and subjectivity in text. So there is a need of 

attracted the attention of the researcher. So this paper 

[7] gives survey of various supervised or data-driven 

techniques for opinion mining. 

4 Challenges of Evaluating 

Sentiment Analysis Tools 

on Social Media 

2016 This paper [11] overview and discuss about challenges 

in moving out comparative evaluations of sentiment 

analysis systems due to different reasons like, 

differences in corpus annotation guidelines and 

sentiment class distribution, different systems often 

make different assumptions about how to interpret 

certain statements. So author used existing and two 

newly created corpora and then performance of four 

different sentiment analysis systems is reported. For 
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this purpose they used annotated datasets and sentiment 

analysis applications which are publicly available. 

 

III.  PROPOSED SYSTEM 

 

The below figure 3.1 shows the structure of representing a novel way to analyze mixed opinion text and multi-word 

expressions. The framework consists of the four components: segmentation, sentiment lexicon construction, sentiment 

classification, evaluation. 

 

 
Fig. 3.1 Sentiment Analysis Structure 

 

A. INPUT DATASET The already existing data is taken as an input for the system. The dataset may related to any product, 

industry, company, political which mainly includes the customers or viewers comment/reactions/reviews. 

 

 B. PREPROCESSING This stage involves the process of separating the text into different segments via tokenizers. Tokenizers in 

this research consist of punctuation marks and conjunctions (such as, but, however), which aim to separate the text into constituent 

clauses. This component also includes linguistic processing, such as normalization.  

 

C. FEATURE EXTRACTION: TF-IDF: Term frequency Inverse document frequency, uses all the tokens in the dataset as 

vocabulary. In each document frequency occurrence of a token from vocabulary consists of the term frequency and number of 

documents in which token occurs determines the Inverse document frequency. This indicate whether, if a token occurs frequently in 

a document then that token have high Term Frequency but if that token occurs frequently in majority of documents then it reduces 

the IDF, so prevent using of words like an, the, i which occur frequently are penalized and important words which contain the 

essence of document get a boost. For a particular document both these TF and IDF matrices are multiplied and normalized to form 

TF-IDF of a document. 

 

D. LEXICON ANALYSIS:  Every value which belongs to sentiment lexicon is having a human generated fixed value within the 

range of -10 to +10. And by human judgment, while 0 indicates a neutral orientation. The SO values aims to measure explicitly the 

strength of the sentiment. What is unique is that the concept of sentiment lexicon not depends solely on single- terms, but also a 

multivalve term, which gives more content related information to examine the nature of the text. For example, the expression over 

the moon is assigned a positive SO value, although it does not contain obvious sentiment words. Sentiment classification: As 

mentioned above, the sentiment classification is basic building work of sentiment analysis. The proposed framework analyzes text 

based on segmentation. The polarity of the segment of text at clause level is determined by the sentiment lexicon and proposed 

algorithm. The SO values of segments can be used for aggregate collection to get inside the polarity and sentiment strength of given 

textual data. 

 

E. SVM CLASSIFICATION: SVM (Support Vector Machines) algorithm is used to build a classifier in order to make sentiment 

classification. SVM algorithm gives better prediction with high accuracy. The framework starts with sentiment classification 

http://www.jetir.org/


© 2018 JETIR  December 2018, Volume 5, Issue 12                               www.jetir.org  (ISSN-2349-5162) 
 

JETIR1812A78 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 564 

 

testing, which deals with the initial construction of the sentiment lexicon and also helps the ongoing refinement of SO values, since 

the SO values are assigned manually in this research. The testing process of the sentiment classification are tested and refined 

continuously and iteratively by analyzing small subsets of data, and testing for accuracy in order to make changes to the lexicon, as 

appropriate. The process of classification at different levels can be applied to the raw corpora data once higher accuracy on the 

small subset of data is achieved. 

 

F. FINE GRAINED MODEL: In this we will use fine-grained topic modeling approach to jointly identify opinion features by 

including non-noun features, infrequent features as well as implicit feature. Also, neutral opinions are considered; but presently 

only positive and negative opinions are considered BOW Feature ranks documents by using a set of extracted features. Feature 

Weighting gives the degree of information represented by the feature occurrences in a document and reflects the relevance of the 

feature. 

 

G. SENTIMENT ANALYSIS:  The performance attribute of the task of sentiment analysis mainly depends on narration of 

sentiment lexicon concept. That is, build up process of evaluating and refinement the sentiment lexicon performs a vital role in the 

system flow. The process of developing sentiment lexicon is also a process of evaluating and refinement, in which sentiment terms 

are updated and SO values are adjusted against human judgment. The evaluation of the results generated from the sentiment 

classification can also help refine the sentiment lexicon. 

 

IV.  RESULTS & DISCUSSION 

 The below table I and Table II shows the two corpus used with the relevant, irrelevant and number of features extracted 

through the system. Also precision, recall and F-measures as produced by the system are shown. The experimental results are 

evaluated on the following 4 measures used for searching strategies. 

 

1. Precision: It is the ratio of number of relevant records retrieved to the total number of relevant and irrelevant records retrieved.  

(#correct features/Retrieved features) 

2. Recall: It is the ratio of the number relevant records retrieved to the total number of relevant features in the database. 

3. Frequency Measurement (F-measure): It is the harmonic average of both precision and recall given as, 

 (2 x Precision x Recall)/ (Precision +Recall) 

4. Accuracy: It is the portion of all relevant and irrelevant features against all features. An accuracy of100% means that the 

features are exactly the same as the actual features. 

 

Table I: Parameter-Precision Comparison 

 

 

 

 

 

 

 

 

 

 

Data Set Sentlex ClariSent Proposed 

Hotel 0.73 0.76 0.79 

Mobile 0.7 0.71 0.81 

Car 0.72 0.72 0.86 
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Table II: Parameter-Recall Comparison  

 

Data Set Sentlex ClariSent Proposed 

Hotel 0.7 0.72 0.82 

Mobile 0.68 0.69 0.77 

Car 0.71 0.7 0.85 
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CONCLUSION & FUTURE SCOPE 

 

A proposed Semantic based framework for fine-grained sentiment analysis is performed sentiment analysis at different levels is 

discussed in this research paper. ClariSent which refers to sentiment analysis is based on framework. The proposed system deals 

with mixed opinion text as well as multi-word expressions. ClariSent is being tested in different domains in terms of Precision 

and recall, which shows an overall proof for the proposed structure. The semantic-based proposed system checks the reliability 

and correctness of the system depending on different domains using mobiles, car and hotel services as a dataset to be used. A 

sizeable performance improvement is noted by comparing the proposed methodology results. In future, research needs human 

efforts in the construction of domain-specific sentiment lexicon, that can be improved by the development of the sentiment 

lexicon in different domains. 
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